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Abstract—Detecting robot failures during collaborative tasks
is crucial for maintaining trust in human-robot interactions. This
study investigates user gaze behaviour as an indicator of robot
failures, utilising machine learning models to distinguish between
non-failure and two types of failures: executional and decisional.
Eye-tracking data were collected from 26 participants collaborat-
ing with a robot on Tangram puzzle-solving tasks. Gaze metrics,
such as average gaze shift rates and the probability of gazing
at specific areas of interest, were used to train machine learning
classifiers, including Random Forest, AdaBoost, XGBoost, SVM,
and CatBoost. The results show that Random Forest achieved
90% accuracy for detecting executional failures and 80% for
decisional failures using the first 5 seconds of failure data. Real-
time failure detection was evaluated by segmenting gaze data
into intervals of 3, 5, and 10 seconds. These findings highlight
the potential of gaze dynamics for real-time error detection in
human-robot collaboration.

Index Terms—Robot Failures, Gaze Dynamics, Human-Robot
Collaboration, Machine Learning Classifiers

I. INTRODUCTION

The potential for robots to assist people in various domains
is becoming increasingly evident [1]–[3]. They can collaborate
with humans as teammates to perform joint activities [4].
To ensure successful collaboration, it is crucial for robots
to exhibit effective behaviour and communication, as this
helps maintain alignment and fosters trust [5]. However, as
robots become more integrated into daily life, their inevitable
errors—caused by real-world uncertainties—pose risks to task
success, user safety, and trust [6]–[8]. Trust in human-robot
collaboration fluctuates, dropping after failures but recovering
if the robot quickly detects and corrects its mistakes [9]–
[11]. To recover effectively from errors, robots should not
only detect their failures but also identify the specific type of
failure (e.g., motion execution versus task planning). Different
types of failures require specific recovery approaches [10],
making accurate failure identification a key capability for
robots in collaborative settings. One promising strategy for
enabling robots to detect their own failures is by modelling
user reactions during the moment of failure. This involves
analysing signals such as social and non-verbal cues, with
eye gaze emerging as a particularly valuable indicator [12].
Eye gaze conveys information about attention [13], [14], and
emotional states [13], [15]. By leveraging machine learning
algorithms to model user gaze behaviour, robots can monitor

gaze patterns to detect failures in real-time, improving their
ability to respond effectively and maintain trust.

This study explores the development of machine learning
classifiers to detect robot failures using user gaze patterns dur-
ing collaborative tasks. It focuses on two research questions:
(RQ1) how the performance of these models varies based on
the time elapsed after a robot failure, and (RQ2) how the
performance of these models varies when applied to real-time
failure detection.

To address these questions, we used data collected on a total
of 26 participants engaged in four sessions of Tangram puzzle-
solving, during which the robot was intentionally programmed
to fail once per puzzle [16]. The results of the machine
learning classifiers show that the models perform well in
detecting failures. When implemented in real-time, they can
detect most failures effectively.

II. RELATED WORKS

Research has shown that users display common instinctive
social signals during robot errors, distinguishing these situa-
tions from error-free scenarios. These signals include gaze be-
haviour [16]–[19], facial expressions [19]–[22], verbalisation
[17], [19], [20], and body movements [20], [22], [23]. For ex-
ample, Peacock et al. [18] observed that gaze initially increases
in motion during failures and then stabilises as users address
the issue. Stiber et al. [24] identified heightened activity in
facial muscles, such as smiling and brow lowering, during
robot errors. Similarly, Kontogiorgos et al. [17], [19] reported
increased spoken words, longer utterances, and more gaze
shifts toward the robot, reflecting greater user engagement
during failures.

Several studies have explored machine-learning approaches
to detect failures in human-robot interactions using various
behavioural and physiological cues. For example, Peacock et
al. [18] trained logistic regression models on gaze dynamics to
detect failures, achieving accurate detection a few seconds af-
ter the errors occurred. Similarly, Kontogiorgos et al. [19], [25]
developed machine learning models, including XGBoost and
Random Forest, that utilised multimodal behaviours—such
as linguistic, facial, and acoustic features—to achieve high
accuracy in distinguishing failure scenarios from non-failure
scenarios in a verbal guidance scenario. Separately, Stiber et
al. [21] trained Multi-Layer Perceptron (MLP) models using



action units (AUs) derived from facial reactions, showing
that AUs are effective if users provide timely and observable
responses to robot errors. Since not all users exhibit clear facial
or verbal reactions to failures, this highlights a gap in the
literature. This research aims to address this gap by designing
classifier models based on user gaze during a collaborative
task, evaluating their performance relative to the time elapsed
after a robot failure, and assessing their effectiveness in real-
time settings.

III. METHODOLOGY

A. Tasks Description

The experiment consisted of four collaborative tasks where
a participant and a robot worked together to solve Tangram
puzzles. In each task, participants were tasked with creating a
unique shape using Tangram pieces. To avoid any influence of
task difficulty on participant perception or behaviour, puzzles
of comparable difficulty were carefully selected (See [16] for
more details on the experimental setup).

Each Tangram puzzle consisted of seven pieces. The robot
was responsible for placing four pieces (two small triangles, a
square, and a parallelogram), while the participant placed the
remaining three pieces (a medium triangle and two large tri-
angles). The Tangram pieces were 3D-printed. The silhouettes
of the puzzles were printed in black on A2-sized white paper,
which was fixed to the table. Both the participant and the
robot placed their pieces into the Tangram figure. Participants
were instructed to move their pieces only after the robot
had completed its action, with the robot always beginning by
placing the first piece.

The robot’s pieces were positioned near its workspace,
adjacent to the paper. For each puzzle, the robot determined
the placement and orientation of its pieces before initiating
movement. The Tiago robot, programmed using ROS1, utilized
the ‘tf‘ library to map the pose of each piece to the coordinate
frame of its robotic arm. It then employed inverse kinematics
to precisely position its arm for accurate placement of each
piece.

B. Robot Failures

We designed the robot to deliberately fail during each task,
with failures categorized into two types: Executional Failure
(EF) and Decisional Failure (DF), representing common tech-
nical issues robots may face in interactions.

• EF: The robot pauses for 15 seconds after grasping an
object, holding it in its end effector during the pause.
After the delay, it resumes the task and completes the
pick-and-place action.

• DF: The robot picks up an object but mistakenly moves
to the location intended for a different object. It places the
object incorrectly, pauses for 5 seconds, and then corrects
the mistake by lifting the object and placing it in the
correct location.

During both failure and non-failure events, the robot fol-
lowed the same pick-and-place procedure, with failures dif-
fering only in task duration: EFs added a 15-second pause,

while DFs added 16.5 seconds due to incorrect placement and
correction.

To avoid timing biases, the robot’s malfunctions were pro-
grammed to occur at different points in each task. Specifically,
failures could occur either at the beginning of the collabora-
tion, while the robot was placing the first piece, or toward the
end of the interaction, while the robot was placing the third
piece.

C. Experiment

A total of 26 participants (16 females, 9 males, and 1 non-
binary; aged 18–34) were recruited from a university platform.
They provided informed consent, received gift vouchers as
compensation, and were debriefed after the experiment.

Participants were guided by an experimenter who explained
the tasks and intervened as needed to ensure safety or trigger
the robot’s responses. Participants wore eye-tracking glasses
to record their gaze data.

Each participant completed four puzzles, with each puzzle
lasting approximately 3 minutes, followed by a short break
between puzzles. The study was conducted in a controlled
laboratory setting with participants who had no prior experi-
ence with robotics. In each puzzle, the robot was responsible
for placing four pieces, correctly placing three and making a
failure with one. This failure was pre-programmed to vary
by type (Executional or Decisional) and timing (Early or
Late). These combinations were counterbalanced using a four-
condition Latin-Square design, ensuring balanced exposure
across conditions and minimizing timing effects.

Participant ID Puzzle 1 Puzzle 2 Puzzle 3 Puzzle 4
1 EF (Early) EF (Late) DF (Late) DF (Early)
2 EF (Late) DF (Early) EF (Early) DF (Late)
3 DF (Early) DF (Late) EF (Late) EF (Early)
4 DF (Late) EF (Early) DF (Early) EF (Late)
5 EF (Early) EF (Late) DF (Late) DF (Early)
... ... ... ... ...
14 EF (Early) EF (Late) DF (Late) DF (Early)
... ... ... ... ...

TABLE I: Order of failure type with their timing across puzzles

D. Measures

For each puzzle and piece, the robot’s actions (e.g., moving
or picking up objects), failure occurrences, and failure types
were recorded, along with participant gaze data collected
using Neon Eye Tracking Glasses. For more details on the
methodology, refer to Paper [16].

Using the gaze data, we calculated several metrics, including
the average rate of gaze shifts towards all AOIs, the average
rate of gaze shifts towards the robot’s body, the average
duration of gaze directed at the end effector, the probability
of gazing at each AOI, transition entropy, and stationary
entropy. For successful pickups and placements, metrics were
calculated from when the robot began picking up the object
until it placed the piece. For EFs, metrics covered the 15-
second failure period, while for DFs, they spanned from the
robot’s movement towards the incorrect location to completing
the placement and pausing for 5 seconds.



Using gaze behaviour metrics, machine learning models
were trained to classify each type of failure against a no-failure
condition in a binary manner. Each participant contributed
12 data points for non-failure conditions, 2 data points for
EFs, and 2 data points for DFs. Five classifiers were em-
ployed: Random Forest, configured with 100 decision trees;
AdaBoost, with 100 boosting iterations; XGBoost, performing
100 boosting rounds with a learning rate of 0.01; Support
Vector Machine (SVM), using a linear kernel; and CatBoost,
configured with 100 iterations, a learning rate of 0.1, and a
tree depth of 6. Classifiers were implemented using Scikit-
learn, XGBoost, and CatBoost libraries.

To address data imbalance and prevent bias, we applied
SMOTE normalization with k-neighbors set to 2. The trained
models were evaluated using two approaches. First, we as-
sessed their performance in distinguishing failure events from
non-failure events based on the first n seconds of a failure.
Second, to evaluate real-time failure detection, we analysed the
models’ performance in identifying failure types by segment-
ing the eye-tracking data into intervals of 3, 5, and 10 seconds,
using a sliding window of 1 second. For both evaluation
methods, we employed leave-one-out cross-validation, where
models were trained on data from 25 participants and tested
on the data from the remaining participant.

The primary goal of the classifiers was to achieve high
accuracy while minimising false negatives, as failing to detect
a failure event is critical in this context. Given this aim, we
focus on reporting only the accuracy and recall metrics.

IV. RESULTS

A. Evaluating Classification Performance with Varying Fail-
ure Times
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Fig. 1: Classifier accuracy assessed using the first n seconds of the failure
period: a) distinguishing between non-failure and executional failure, and b)
distinguishing between non-failure and decisional failure.

To address the first research question, we evaluated the
trained models (Random Forest, AdaBoost, and XGBoost),
which were trained on the entire duration of non-failure and
failure periods. We assessed their performance using only the
first n seconds of the failure period. Figure 1 illustrates the
average accuracy of the models in distinguishing between non-
failure (NF) and executional failure (EF), as well as between
non-failure and decisional failure (DF). As n increases to 5
seconds, the accuracy stabilizes. For distinguishing EF from
NF, the accuracy remains around 90%, with a Recall of Failure

of approximately 94% across all classifiers. Similarly, for
distinguishing DF from NF, the accuracy stabilises around
80%, with a Recall of Failure of approximately 90% for all
classifiers.

B. Evaluating Classification Performance for Real-Time Fail-
ure Detection

To enable the robot to detect its mistakes in real-life
scenarios, it needs to repeatedly check at regular intervals
whether something has gone wrong. In this section, we aim
to address both research questions. In addition to the machine
learning models used in the previous section, we also include
SVM and CatBoost here.

The models were trained on the entire duration of non-
failure and failure periods and evaluated by segmenting the
eye-tracking metrics data into intervals of 3, 5, and 10 seconds,
using a sliding window of 1 second. Figures 2a, 2b, 2c, and
2d illustrate the performance of the models in distinguishing
between NF and EF and between NF and DF.

For both NF vs. EF and NF vs. DF, Random Forest achieved
the highest accuracy compared to other classifiers, with an
accuracy of approximately 60%. In contrast, SVM had the
lowest accuracy, below 50%. However, SVM was the most
effective in detecting the highest number of failures for both
failure types.

Additionally, we calculated the percentage of users, during
each 3-, 5-, and 10-second interval of the failure phase, for
whom the model successfully detected the failure. Figure 3a
shows these percentages for EF at the 5-second interval, and
Figure 3b shows them for DF at the same interval.

The results showed that, for EF, the models were most
accurate at detecting user reactions during the period from 4
to 7 seconds for the 3-second interval, and from 3 to 8 seconds
for the 5-second interval after a failure began. Similarly, for
DF, the optimal detection period occurred from 2 to 5 seconds
for the 3-second interval, and from 1 to 6 seconds for the 5-
second interval after a failure began.

V. DISCUSSION AND CONCLUSION

This study highlights the importance of user gaze dynamics
in detecting robot failures during collaborative tasks. The re-
sults demonstrate that gaze-based machine learning classifiers
can identify robot errors with high accuracy when the models
are trained by labelling each pick-and-place action as either a
failure or a non-failure, and tested similarly while reducing the
duration of failure periods. However, since the exact moment
of a robot failure is unknown, the robot needs to repeatedly
analyse user gaze at regular intervals to determine whether a
failure has occurred. For this purpose, we tested time intervals
of 3, 5, and 10 seconds. Although this real-time approach does
not achieve the same level of accuracy as the previous method,
it allows robots to continuously monitor for EFs or DFs. The
models were more effective at distinguishing between NF and
EF than between NF and DF. Among the classifiers, Random
Forest achieved the highest accuracy, but its recall of failures
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Fig. 2: Classifier performance evaluated using eye-tracking metrics segmented into intervals of 3, 5, and 10 seconds with a 1-second sliding window: a)
Accuracy in distinguishing between non-failure and executional failure, b) Accuracy in distinguishing between non-failure and decisional failure, c) Recall in
detecting executional failure, and d) Recall in detecting decisional failure.

2 4 6 8 10
n  5-second interval

20

30

40

50

60

70

80

90

100

Pe
rc

en
ta

ge

Random Forest
AdaBoost
XGBoost
SVM
CatBoost

(a)

2 4 6 8 10
n  5-second interval

20

30

40

50

60

70

80

90

100

Pe
rc

en
ta

ge

(b)

Fig. 3: Percentage of users for whom the model successfully detected failures during each 5-second interval of the failure phase: a) Executional Failure, and
b) Decisional Failure.

was lower than others. For higher recall rates, SVM may be
a better option as it detects the highest number of failures.

Additionally, we analysed the percentage of users whose
failures were correctly detected within each 5-second interval
after a failure began. For EF, this percentage was approxi-
mately 70%, while for DF, the results varied across classifiers,
with CatBoost reaching around 60%. Unlike user facial expres-
sions in response to failures, as studied in [24], gaze reactions
do not exhibit specific characteristics like reaction time and
reaction duration. As shown in the results, varying the duration
of failure periods or using different 5-second intervals yielded
consistent performance across models.

Despite these promising results, several limitations remain.
In some cases, the robot’s actions, such as placing its piece,
overlapped with participants planning their next move, which

could affect model accuracy. Furthermore, the study relied
solely on gaze behaviour as an error indicator. Integrating
multimodal cues, such as facial expressions, body movements,
and speech, could enhance detection accuracy and robustness.

In conclusion, leveraging user gaze dynamics for robot error
detection represents a significant step toward improving the
reliability and trustworthiness of collaborative robots. This
approach has the potential to enhance human-robot collabo-
ration by enabling robots to proactively detect and recover
from errors in real-time.
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